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Through innovation and use of commercial capabilities, we enable the decadal survey science 
objectives cost effectively, especially in coincidental measurements and temporal resolutions



Methodology

• Survey of instruments (past and formulated) to generate a requirement set

• Detailed systems engineering trades to arrive at a stable configuration of the Science Station and a 
detailed concept of operations

• Designed architectures for the relevant engineering aspects: thermal control and stability/pointing

• Designed and developed a novel instrument interface that maps the entire life-cycle from launch to 
de-orbit

• Designed, developed, and prototyped the instrument interface and demonstrated performance

• Conducted a trade study of robotic capabilities needed for the science station, designed, developed, 
and demonstrated a novel robotic system and supervised autonomy capability for:
• Mobility, instrument assembly and disassembly, berthing

• Inserted the science station as a viable architecture in the collective analysis of sponsors (Earth 
Science, NOAA, NRO etc.) and industry

• Transitioned Science Station from a napkin drawing level concept to TRL 4
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Figure 4: Conceptual model of the proposed instrument
pallet system. The pallet can accommodate instruments
up to 1 m3 (100 x 100 x 100 cm) and includes a launch
interface, truss interface, and robotic grapple interface.

mal connections from the science station to the instrument.
These connections are chosen or designed to be compatible
with robotic manipulation.

The proposed truss interconnect consists of a set of 1 m by 1
m mating square plates, shown in Figure 5. The passive plate
is divided into inner and outer regions, which are separated
by a planar flexure. The inner region is populated with coarse
alignment pins, utilities, and a commercially available zip
nut that makes up the passive side of the Z-Lock. The outer
plate is populated with kinematic features for fine alignment.
The planar flexure decouples kinematic mount points from all
other elements in the interconnect, assuring that the mount
remains truly kinematic with six point of contact. The active
plate consists of one solid backplane with no flexure. It
carries all mating electrical and fluid connectors, and the
actuated side of the Z-Lock. A robot grapple point is mounted
on the active plate, with a transmission coupling a drive point
on the effector to the Z-Lock on the plate. The current pro-
totype interconnect is shown in Figure 6 and the installation
sequence is shown in Figure 7.

The payload delivery interface is the primary connection
between the instrument and the launch vehicle and will be
based on a proven launch vehicle separation system such as
the Planetary Systems Corporation Mark II Motorized Light-
band. This interface will also include electrical connections
that provide survival power to the payload during launch and
delivery.

Lastly, the robotic grapple interface consists of a mechanical
grapple fixture, electrical connections that provide survival
power, and a hexagonal bolt head that can be driven by the
tool drive in the robotic arm. Each interface type is located
on a separate face of the truss interface unit. Finally, the unit
acts as the base of the vibration isolation system and as a
skeleton frame that supports thermal blankets and shielding
for the pallet only. Instrument developers are expected to
design shielding for their own instruments, to allow them to
better customize for the specific instrument’s field of view.

The palette includes a vibration isolation system that connects
the instrument interface plate to the truss interface through
active-passive isolation system composed of actuators and

(a) Active Interconnect (b) Passive Interconnect

Figure 5: Overview of the truss interconnect anatomy.
The active interconnect contains the transmission for the
Z-lock and is located on the pallet system. The passive in-
terconnect contains the zip nut for capture and is repeated
at multiple locations on the station truss.

Figure 6: Current state of the truss interconnect pro-
totype, showing the transmission, connectors, and robot
grapple fixture.

springs/dampers connected in series. The spring/dampers are
tuned to reject higher frequency jitter while the actuators are
actively controlled to reject low frequency disturbances and
improve pointing accuracy based on on board state estimation
from star trackers and other sensors. Electrical and thermal
utilities are also passed from the truss interconnect interface
through the vibration isolation system to the instrument in-
terface with low stiffness service loops that minimize the
transmission of vibrations from the truss interface to the
instrument interface. Lastly, the vibration isolation system
includes launch-locks that rigidly connect the truss interface
to the instrument interface during launch and payload han-
dling and are released once the instrument has been installed
on the truss.

The instrument interface plate provides a physical mounting
surface to the instrument and fixed connections to all utility
lines provided to the scientific instrument. The instrument
is installed on this plate before launch and connected to
the standardized power, communication and thermal utilities
provided through the pallet. A pair of star trackers is rigidly
mounted to the plate as well. During operations, these star
trackers provide precise pointing knowledge of the instrument
that is provided to the vibration isolation system and the
scientific instrument. Based on the instruments studied, the
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Figure 9: End effector mounted to the robotic arm.

easily transportable. The robot is always in contact with the
Science Station, able to meet the functional requirements,
and uses only one type of locomotion to meet its goals. It
draws heritage from a long lineage of space robotic arms,
most recently the SPIDER concept for the Restore-L based
technology demonstration mission.

We then conducted a detailed kinematic analyses to arrive
at a specific instance of the walking arm architecture. For
this, we considered the reachability and manipulability needs
of the robotic system. We also considered 5dof and 6dof
robotic arms in place of the 7 dof robotic arm. We found
that for the case of self-contact for assembling the instrument
on the backpack, full 7dof kinematic configuration is needed
to meet the needed manipulability. The robotic system is
conceptualized to have a force-torque sensor at each end as
well as camera and illuminator system at the end effectors.
We designed and built a 1g operate-able robotic system with
the same kinematic design. We used in-house developed
modular actuators that are repeated through the robotic sys-
tem. The robot was sized to be able to walk with gravity
loading (no gravity off-loading) for simplicity of laboratory
testing and for ease of day to day logistics. The novel high-
torque design of the actuators from JPL’s RoboSimian project
were instrumental in facilitating this design. To demonstrate
the walking and instrument assembly behaviors, we also built
a scaled down version of a truss. For initial testing, we
anchored the truss to the floor. While this took out the
dynamics effects of the truss, it served as en excellent initial
platform for developing and testing the concept. The truss is,
consistent with the Science Station concept, equipped with
grapples for the robot to grab on to and locomote. The robot,
as shown in Figure 8, is able to stand on this truss under its
own actuation and is able to walk on the truss.

End Effector
The end effectors, shown in Figure 9, are mounted on ei-
ther end of the robot and use a linkage based over center
latching mechanism similar to that used by the Experimental
Exchange Unit (EEU) interface and European Robotic Arm
(ERA) Basic End Effectors [18–20]. These mechanisms

Figure 10: Graphical synthesis of the four-bar linkage
and resulting coupler curve. The linkage was synthesized
graphically (left) by positioning three sketches of the fin-
ger in the open (light grey, 0�), partially closed (dark gray,
135�), and fully closed (black, 270�) positions and finding
the centers of the arcs that passed through the pivot points
of all three sketches. The radius of these circles then
dictated the lengths of the crank and rocker links and the
location of the ground link. The resulting coupler curve
(right) shows how the the tip of the finger moves as the
crank rotates.

rely on the motion of the linkage based fingers to bring the
end effector into alignment with the grapple fixture and then
draw the two together. Coarse alignment and latching are
achieved through the trajectory of the latching fingers. In the
ideal case, the fingers would first translate inwards parallel
to the palm, caging the grapple fixture and pushing it into
alignment. Then, once the end effector is centered above the
grapple fixture, the fingers translate towards the palm, pulling
the end effector and grapple fixture together. Finger motion
approximating this was achieved through graphical synthesis
of a four bar linkage. Sketches of the finger in the open,
partially open, and closed configurations are overlaid and the
pivot points are connected by arcs as shown in Figure 10. The
center point of the arcs correspond to the ground link of the
linkage.

The end effector was also designed to tolerate misalignment
in operation. When engaging the end effector, the robotic arm
positions it near the grapple fixture and it may be misaligned
both in terms of its position and rotation. Next the actuator
begins to close the end effector’s fingers. As the fingers close,
the fingertips cage the grapple fixture and press against sides
of the grapple forcing it into coarse alignment with the end
effector. Lastly, the fingers draw the end effector towards
the grapple fixture, engaging the conical alignment pins to
bring the two into fine alignment and lock the grasp. In
addition to mechanically latching the robot to the payload and
platform, our concept design is also able to make an electrical
connection between the station and robot that can provide
power and communication to the robot.

9. ROBOTIC SOFTWARE ARCHITECTURE
The software architecture for this robot was designed to
facilitate the walking and berthing demonstrations to enable
semi-autonomous features needed for a robotic science sta-
tion. Our testbed software follows the JPL model called The
Intelligent Robotics System Architecture (IRSA) [21] that has
been successfully used in Mars2020 testbeds and a number of
different terrestrial robotics projects. The overall software ar-
chitecture is shown in Figure 11. Functional components are
grouped by distributed modules communicating over inter-
process communication to pass data between modules and
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8 dof robotic system with end effectors at both ends and a backpack for payload
Unique JPL Design (Provisional Patent). Distinct Advantages:
- Does not need two robots to carry the instrument while truss walking
- Does not need to put down the instrument to walk 
- Ability to grapple and walk on truss, assemble payload on backpack
- Large manipulability and workspace
- Ability to draw power and comm from the truss, distributed MC Figure 12: (a) Example camera image with identified

AprilTag. (b) Visualization of AprilTag location foot-
pad 2.

Visual Servoing—The end effector is fitted with a camera in an
eye-in-hand configuration. The Point Grey Camera Module
(PGC) is used to interact with two GigE PointGrey cameras
(one on each end effector) for the purpose of obtaining the
6-DOF pose of one or more AprilTags in the camera’s view.

Camera calibration is performed by a standalone program
using a set of saved chessboard pattern images. Calibra-
tion is performed using the calibrateCamera method in
OpenCV 2.4, and saved to a .yaml file for later use.

Michael Kaess’s C++ AprilTags library [24, 25] is used to
estimate the pose of the camera with respect to fiducials
placed next to the footpads (see Figure 12. Each footpad
has a different AprilTag id. A server broadcasts all detected
fiducial ids and poses as a message to the other modules, for
subsequent use in visual servoing. Programmatic and GUI
interfaces allow the active camera to be switched.

The visual servoing behavior utilizes pose estimates from
fiducial tags found in the image frame to move the tool to a
goal pose. The algorithm uses binary search in pose space
until the pose error is within a specified threshold of the
commanded pose (i.e. it attempts to half the pose discrepancy,
then re-evaluates). This results in large step sizes when the
tool frame is far from the goal and more refined adjustments
when the goal is close.

In order to increase depth of field and accommodate a wide
range of approach distances, the camera’s f-stop is set to a
high value. This has the side-effect that exposure times are
longer and images blurrier. To mitigate this, visual servoing
was set up to pause midway through fiducial moves (at binary
search stopping points) in order to take a still, blur free image.
This method is preferable to the extreme reduction in motion
speed that would be required to guarantee that all images are
blur-free.

Force control— The force control is based off generalized
compliant motion which implements a PD controller in
wrench space to achieve a desired wrench measured by
wrist force-torque sensor [26]. Force control takes a desired
wrench (force and torque) E�d = [EFT

d
E⌧T

d ]
T in the end

effector frame E as an input, and outputs a commanded end
effector pose in the world frame Ec

W P, described herein by
a 4⇥4 transformation matrix. The measured wrench F�m
is first transformed from the force/torque sensor frame F
to the end effector frame E, and then compared against the

measured value to produce a wrench error E�e.
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Here, RPYtoR(·) converts roll, pitch, and yaw angles to a
rotation matrix. The commanded end effector pose is the
world frame Ec

W P is then calculated as follows.

Ec
W Pk+1 = Ec

W Pk �P k (6)

Herein, force control is used in walking sequences after
visual servoing brings the end effector close to the footpad.
The force/torque sensors are tared prior to contact, and a
compressive wrench E�d = [0 0 Fz 0 0 0]T is commanded.
The commands in Equation 6 are issued iteratively until the
measured wrench matches the desired wrench to a specified
tolerance. In testing, preloads of Fz = �150 N reliably put
the end effector into a pose where the fingers could be closed
to grasp onto the footpad.

Following clamping of the end effector onto the footpad,
force control is also used to actively transfer the loads from
the “old base” to the “new base”, prior to release of the “old
base”. This active load transfer, which involves relieving
the “old base” of both forces and moments, precludes rapid,
uncontrolled load transfers that may be problematic to the
structure and attached instruments.

Work on force control routines for placing the science instru-
ment on the backpack is ongoing at the time of writing.

10. ROBOTIC SYSTEM TESTING
We were able to successfully demonstrate the walking behav-
ior as well as the instrument assembly on the backpack.

To walk, the robot rotates about its base to move the free
end to a known point above the target grapple point (Figure
13 a). Once the end effector is in the vicinity of the target
grapple point (Figure 13 b) the grapple point is localized
using a fiducial. The robot then approached the grapple point
using visual servoing until it is hovering above the target
(Figure 13 c). At this point the end effector is moves slowly
downwards and is pressed against the grapple point (Figure
13 d). This motion is executed using force control combined
with the guiding features built into the end effector to bring
the end effector and grapple point into fine alignment. The
movement is halted and the gripper is closed when the vertical
force exceeds 50 N (Figure 13 e). Once the robot is secured
to the new grapple fixture, loads required to support the
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Abstract— In this paper we present the overall architecture
of a ”Science Station”, a robotically assembled and serviced
persistent platform that can host multiple payloads for Earth
observations. Recent decadal survey findings motivate the need
to have spatial and temporal concurrency in measurements from
multiple instruments. We have architected the science station
to simultaneously host up to twelve Earth Venture class instru-
ments at a time. These instruments can be replaced by newer
instruments periodically to take advantage of evolving science
needs and technology capabilities. The Science Station can
also concurrently host science, commercial, defense and other
national interest payloads. The Science Station may provide
a cost-effective paradigm by mitigating some of the risks and
costs associated with multiple free-flyers that may otherwise be
needed for the various instruments. It leverages emergent and
existent technologies in robotic assembly and servicing, lower
cost commercial launch vehicles, secondary launch vehicles,
and rendezvous and proximity operations. In this paper, we
report the findings of a survey we conducted on the desired
performance of the Science Station from various instrument
hosting perspectives. We report the various trade studies that
we conducted to developed a feasible architecture that meets the
goals of the Science Station while also meeting the constraints of
a space system. We also report the various considerations in the
configuration, thermal system, pointing system, overall concept
of operations, and the robotic system of the Science Station
architecture. The paper then describes a testbed activity we
are undertaking to evaluate the supervised autonomy robotics
needed for the Science Station as well as to conduct a risk-
reduction demonstration of the end-to-end robotics behaviors.
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1. INTRODUCTION
The 2nd Earth Science Decadal Survey poses the following
three observing challenges [1]:

1. Enable new, low cost exploratory science measurements
2. Continue critical time series measurements of important
geophysical and Earth system science processes with ap-
propriate spatial and temporal resolution in a cost-effective

1
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Abstract

While the technology behind spacecraft buses of Earth-observing satellites evolves relatively
slowly, the technology behind onboard scientific instruments evolves relatively rapidly. On-
orbit installation of scientific payloads has been proposed to address this identified disparity.
For this concept of operations, a host spacecraft bus with slots for payloads is kept on
orbit; satlets housing scientific payloads are launched separately, caught by a robotic arm
on the host spacecraft, and installed via a standardized interface. To make this a routine
operation, it is preferable that berthing and installation be performed autonomously. In
this paper, a ground-based robotic arm with eight degrees-of-freedom, two grippers, and
two power take-o↵ shafts is used to demonstrate the autonomous execution of three critical
operations: berthing of a satlet with residual relative velocity; hand-over-hand walking of
the robotic arm and mounted satlet from its pickup location to its installation location;
and installation/uninstallation of the satlet onto/from a truss on the host spacecraft. The
algorithmic approach, implementation details, and results of each are presented herein.

1 Introduction

2 Related Work

3 Ground Test Platform

The ground test platform described below was designed to facilitate an increase in the technology readiness
level of autonomous on-orbit assembly algorithms. While it does not use flight-qualified hardware or software,

⇤
The NASA Jet Propulsion Laboratory is located at 4800 Oak Grove Dr, Pasadena, CA 91109, USA.
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