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• Using Cluster computing to run 100+ Million OSSE’s to characterize 
science return and quantify uncertainties for various mission designs.

• Led to a won AIST’18 Project:  Evaluating Designated Observables
for the Aerosol and Cloud, Convection & Precipitation (ACCP) Mission

• Developed open-Source PARMAP Library:  Re-deployable Map-
Reduce parallel computing with a choice of backend schedulers:  
multicore, Spark, Dask, and AWS on-demand Lambda functions.

*OSSE = Observation System Simulation Experiment

Highlights:



Parallel OSSE Toolkit:
A Collaboration between Scientists & Technologists



Schematic of the Mission Design Workflow



Architecture of the Parallel OSSE Framework



Applying PARMAP Python Library:
Easy, Redeployable Parallel Computing for Everyone



Notebook Analytics:  PARMAP Cloud Architecture



PARMAP Serverless:  Use Lambda Functions at AWS  



Example of Forward Model Results
• Inputs:

• Outputs:



Bayesian Optimal Estimation Retrieval
• Given a measurement Y we want to know the most likely state X

P(x|y) = P(y|x) P(x)

P(y|x) – Forward model y = F(x), linearized as y=Kx
P(x) – Prior knowledge xa
each term has associated error matrix S

• Minimize cost function
(y - Kx)T Se

-1 (y – Kx) + (x - xa)T Sa
-1 (x - xa) 



Example Case:
Retrieve Cloud Water Path in shallow clouds
• Observation y

• Radar reflectivity from Quickbeam forward model
• Cloud optical depth

• State x to be retrieved
• Profile of cloud water content
• Constant value of droplet number in height

• Assumed prior knowledge xa
• Constant profile of cloud mixing ratio 1 g/kg
• Cloud droplet number concentration 300 /mg



Optimal Estimation Retrieval Validation

Figure 2. Optimal Estimation retrieval of Cloud Water Path for many profiles. (a) Scatter 
plot of retrieved vs. actual for three frequencies. (b) Histogram of percentage error for 
the same 3 frequencies.



Complete set of 100m+ 
OSSE experiments to 
be run in the won AIST-
18 grant; cross-product 
of:
- 3 radar simulators
- 3 frequencies
- 75 RAMS model runs
- 15 time slices
- Particle size distributions
- 3 radar sensitivities
- 2 footprints
- Etc.
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