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In this task, we aim to develop a distributed and real-time motion planning algorithmic framework and software for multi-
agent dynamical systems that can scale up to more than hundreds of agents. Motion planning and trajectory optimization 
are central to future NASA missions involving swarms of autonomous space vehicles. In response, we seek to 
fundamentally advance the existing practices for swarm motion planning, which lack scalability and are not compatible with 
highly distributed computational platforms. To this end, we take a hybrid machine learning and optimization theoretical 
approach with two objectives in mind: i) Tackling the inherent computational complexity of motion planning, the so-called 
NP-hardness, to reduce trajectory optimization computation time for large swarm by orders-of-magnitude, and ii) Enabling 
distributed decision-making by swarms of agents with very limited computational capability. Specifically, we use advances 
and techniques in artificial intelligence, convex optimization, and distributed control to build a swarm motion planner that 
can be tailored to JPL’s future space exploration problems.

Abstract



Globally Optimal Swarm Coordination

Importance to JPL:
Enable swarm missions that cannot rely on the ground-
in-the-loop guidance to continuously adjust trajectories 
on its own, to guarantee mission success and be robust 
to uncertainties that cannot be pre-determined

Problem Statement:
How to plan motion trajectories of large fleet of space 
vehicles that is globally optimal w.r.t. mission objectives 
with requirement that it must be computed
1) on-board, 2) real-time, and 3) highly scalable

Innovation over SoA:

Example of Fuel Optimal Trajectories for Reconfiguration of 
CubeSat Swarm in Extremely Clustered Environment

Spacecraft Swarm [Morgan et. al] Multiple PUFFERs in Exploration

SoA Our Approach Benefit
Poor 
Scalability

Highly Scalable Applicability to large swarm 
missions

Offline Online/Real-time Robustness to uncertainty

Centralized Distributed Enable on-board computation



Technical Approach
Synergistic integration of recent advances in Optimization and Machine Learning
To achieve required scalability and computational efficiency for real-time on-board swarm motion planning
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Technical Approach – Machine Learning
Thrust (2) Intelligent Initialization and Optimization-free Planning via Deep Learning
a) provides high-quality initial seed for optimization solver to significantly reduce the convergence time
b) optimization-free planner that can provide instant solutions via a Deep Neural Network (DNN).

Figure 3. The Mentor/Mentee relationship between the optimization and AI technologies to be developed. 
Matured DNN will provide instantaneous computation-free plan for the vast majority of cases while

Reliable but slower and more expensive optimization module handles exceptional cases for robustness



Technical Approach – Machine Learning

Hyperparameter tuning is used to determine the number layer and nodes that 
are optimal for a physical system under consideration

Current Neural Network Architecture (Feed-Forward NN) 



Technical Approach – Machine Learning
Physical System – 2D Double Integrator, Single Agent + Single Obstacle (5k dataset)

Our preliminary results show 
accurate position and velocity 
estimation (RMSE = 0.0129 ± 0.0088) 
using a deep learning based 
numerical model, given the simplest 
single agent and single obstacle.



Technical Approach – Machine Learning
Physical System – 2D Double Integrator, 10 Agent (30k dataset)

• NN was trained on the 10 agents neural net model using 30k dataset. 
• Fuel consumption of NN model was comparable to that of the ground truth (optimal sol)
• NN generated trajectories still showed some collisions but quantum jumps are nearly resolved 

(compared to 1k dataset)
• Trained NN takes only 0.5ms to generate solution (compared to ~5s via optimization)
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