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Experienced human driver ENav Algorithm
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Heuristics for ENav Path Planning
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» Two heuristics developed in FY20

* Human-designed heuristic, designed by
domain experts
* Machine-learned heuristic,

automatically learned from numerous
runs of ENav in simulation

 Heuristics guide path planner
towards promising direction

 Reduce the number of

computationally expensive collision
checking (ACE)
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Gradient Convolution Heuristic

Given a terrain heightmap around a rover, the gradient
convolution heuristic is calculated as follows:

1) Convolve the heightmap with normalized 3x3 Sobel
operators to find the x and y gradient

L1+ 0 -1 L1 [+l 2 41
Gy=—-|+2 0 —2|+*A Gy=—-[0 0 0|xA
2rd |41 0 -1 2rd |1 -2 -1

2) Find the squared gradient as the element-wise
multiplication of the x and y gradient:
Gsq =Gx0Gx+ Gy 0 Gy
3) Convolve the gradient map with an annulus-shaped
kernel representing the footprint of the rover:

k

G. =
>R,

R * Ggq

Work by Neil Abcouwer and Tyler Del Sesto
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Gradient Convolution Heuristic —
Monte Carlo Simulation Results
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Tests with the Gradient Convolution Heuristic integrated into
ENAV showed:

+ Reduced path inefficiency in complex terrain by up to 22%

Heuristic no min ACE evals
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+ Substantial reduction in the number of ACE evaluations, [ s
by up to 59%

- Small reduction in success rate in complex terrain

+ Heuristics have potential to increase computational P00 ™ e,
efficiency. Faf ' e—

Work by Neil Abcouwer and Tyler Del Sesto
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ML Architecture

ini Target Cost Map
Training o

Testing

Machine Learned Heuristic

ACE Check

. ! Local Planner I @‘
Architecture: i ! 'ay

+ Data-driven framework to automatically learn the heuristic

* Uses an encoder-decoder style Convolutional Neural
Network based on U-Net to predict the outcome of the of CNN Model
ACE algorithm for a given terrain map R [ — i
el . ] “E | b 2
* Using this prediction, ENav can reduce its search space '. N — I m —
by more optimally sorting its initial list of potential paths herv R

— : Local Planner
|

H t
H EH o
et L Plctors
Height Map

: I
« ACE Check is still done on the final selected path before e Learmed ostvap |
execution, ensuring classical safety guarantees. !

Dataset Generation

Dataset Generation and Training:

* Training data was generated using a ROS-based ENav
simulation environment with a wide-range of terrain
properties (CFA: 7-15%, Slope: 0-20 degrees)

Example generated terrain

Work by Shreyansh Daftry, Neil Abcouwer, Siddarth Venkatrman
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Success Rate

Machine Learned Heuristic
Performance of CNN Model in Learning Heuristic: 8 o
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Heuristic no min ACE evals broader tree
Path Inefficiency
T

+ Training Accuracy: 97.8%, Validation Accuracy: 95%
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Tests with the Learned Heuristic integrated into ENAV showed: 3 o
® Baseline Learned Learned Heuristic, Learned Heuristic,
. . . . g Heuristic no min ACE evals broader tree
* 31% Improved path efficiency in complex terrain < Overthink Rate
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» 76% reduction in the number of ACE evaluations & I Cornplex
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* Learned Heuristics have potential to significantly increase computational efficiency. £ 65
(O]
Baseline Learned Learned Heuristic, Learned Heuristic,
Heuristic no min ACE evals broader tree

Work by Shreyansh Daftry, Neil Abcouwer, Siddarth Venkatrman
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Success Rate vs Average number of ACE Evaluations
Overall Monte Carlo 76 Success Rate vs Average number of ACE Evaluati
Simulation Results
broader tree
A .Learqeq
= 72+ Heuristic
. . -_ (O]
* The learned heuristic proved broadly  Z| §
superior to the hand-designed Bl & eamed Heuristc ®aseline
Gradient Convolution Heurisitc § &:68_ no min ACE evals _
* Greater success rates n % .Gradient Convolution
()] 5 Heuristic
* Fewer ACE evaluations ol “esl
=
« Both heuristics worth testing on sl
representative hardware. o GC Heurisic,
no min ACE evals
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Work by Neil Abcouwer, Shreyansh Daftry, Siddarth Venkatraman, and Tyler Del Sesto
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Waypoints

Hierarchical Path Planning PN PN

$

Long distance planning is challenging for the existing planner which l
mainly relies on local information. —©

We propose to utilize hierarchy in planning tasks: Start Goal

1) Use global information to define sub-problems for planning in the
form of waypoints.

2) Use the existing planner to complete plans connecting waypoints. 7000 - — reach
explore
6000 - opfimal
Preliminary experiments show a 10x reduction in planning cost when B 500
used with the A* algorithm if an expert places the waypoints O
manually, compared with planning with no waypoints. 2 w0
% 3000 1
o ]
Work is underway to design machine learning models for automatic 2000
waypoint placements from global map information. 1000 1
0.

10x reduction 2 ¢ ° ’ 1
. . Number of Waypoints
Work by Jialin Song g
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FY20 Accomplishments

* Development and implementation of the hand-designed and machine-learned heuristics

* Integration of the heuristics with ENav FSW; evaluation with Enav Monte Carlo Sim

» Two conference paper drafts
* Machine Learning-Based Path Planning for Improved Rover Navigation. N. Abcouwer, S. Daftry, S. Venkatraman, T. del Sesto,
R. Lanka, O. Toupet, M. Ono, J. Song, and Y. Yue. Abstract accepted to /EEE Aerospace Conference, 2021

* Learned Heuristics for Safe and Efficient Path Planning, S. Daftry, N. Abcouwer, S. Venkatraman, T. Sesto, J. Song, O. Toupet,
M. Ingham, R. Lanka, Y. Yue, H. Ono. To be submitted to /CRA 2021

FY21 Goals

» Maturation of the machine-learning-based heuristic

» Deployment on a processor that is analogous to future on-board computers (e.g, Qualcomm’s Snapdragon)
for validation and benchmarking

« Advance the technology to TRL 4
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