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Abstract

JPL is increasingly relying on manufacturing simulation software, including for additive manufacturing process design. As 
our manufacturing simulation capability scales up to whole parts, the demand for parallel processing will increase faster 
than what our present algorithms can support. The objective of this work was to explore moving certain types of 
engineering computations to the GPU, for the purpose of performing billions of computations in parallel with the potential 
upside being multiple orders-of-magnitude improvement in calculation times.

Empirical evidence was found during this study that the orders-of-magnitude (100x+) speedups enabled by GPUs, 
reported in the literature, are possible to achieve on problems relevant to JPL and NASA. The speedups enabled by GPU-
aware simulation codes may constitute a game-changing technology opportunity for certain classes of physical simulation 
problems.

Tutorial Introduction



JPL is experiencing computational “growing pains” relating to 
our increasing infusion of advanced manufacturing 
technology, particularly 3D printing. Internal customers are 
demanding results from more advanced manufacturing 
processes with less iteration time.

SOA process modeling codes do not provide the just-in-time 
accuracy needed to deliver quick-turn solutions, resulting in 
time-consuming experimental trials.

GPU-based algorithms have been reported as an approach 
for achieving orders-of-magnitude speedups in performance 
for certain classes of problems. Within the last 12 months the 
software tools for programming GPUs have matured 
significantly in terms of accessibility to non-experts.

If the reported speedups can be replicated in modeling codes 
used by NASA and JPL, this would mean running high-fidelity 
process models, which currently take weeks or months, in a 
matter of hours.

Problem Description
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Several GPU-enabled array computing packages were 
considered during this study, including:

- Tensorflow: https://tensorflow.org/

- JAX: https://jax.readthedocs.io/en/latest/

- Numba: http://numba.pydata.org/

- CuPy: https://cupy.dev/

- Scikit-cuda: https://scikit-cuda.readthedocs.io/en/latest/

- CUDA.jl: https://juliagpu.org/

Array arithmetic (addition, multiplication) and linear 
algebra capabilities such as matrix inversion were also 
investigated for each of the packages.

Methodology

https://tensorflow.org/
https://jax.readthedocs.io/en/latest/
http://numba.pydata.org/
https://cupy.dev/
https://scikit-cuda.readthedocs.io/en/latest/
https://juliagpu.org/


Goals: Demonstrate 100x+ speedup from GPU on a JPL-
relevant simulation problem

Accomplishments

- Demonstrated 3-4x speedups from GPU at JPL

- Observed 500x speedup due to GPU by a NASA-
funded University team for a relevant simulation

Next Steps: Pursue the solution of a more focused 
problem using the Numba toolkit to achieve the observed 
speedups in a “real world” scenario.

The Julia programming language is also an interesting 
option for new simulation software packages.

Results



https://rapids.ai/

https://cloud.google.com/tpu/docs/tpus

https://hackage.haskell.org/package/accelerate

http://numba.pydata.org/

https://scikit-cuda.readthedocs.io/en/latest/

https://github.com/AdditiveModeling/pyphasefield/blob/a089672a9659b36a888f2be22c913d2235bd3a30/pyphasefield/pyph
asefield/Engines/NCGPU.py
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